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Introduction 
At Irida Labs, we recognize the transformative potential of Artificial Intelligence (AI) in 
shaping the future of Industry 4.0 and Smart Cities. As a company based in the European 
Union, we are deeply committed to developing AI technologies that adhere to the highest 
ethical standards. Our goal is to ensure that AI serves as a force for good, promoting fairness, 
transparency, and accountability while respecting human rights and societal values. These 
guidelines outline the principles and practices we follow to create responsible AI 
applications that benefit all stakeholders and minimize risks to individuals and society.  

 

1. Fairness and Non-Discrimination 
Fairness and non-discrimination in AI ensure that systems treat all individuals equitably, 
without bias or favoritism based on characteristics like race, gender, or age. 

• Principle: AI systems developed by Irida Labs must be fair and non-discriminatory, 
ensuring that all individuals are treated equitably, regardless of their race, gender, age, 
religion, or other protected characteristics. 

• Guidelines: 

o We are committed to conducting thorough bias audits on both our data sets 
and AI models to prevent the propagation of unfairness. 

o Our AI systems are designed using diverse and representative data to ensure 
they deliver unbiased results across different demographic groups. 

o We actively monitor and mitigate any bias detected during the lifecycle of our 
AI systems, and we regularly update our models to maintain fairness in their 
decision-making. 

 

2. Transparency and Explainability 
Transparency and explainability in AI ensure that the processes and decisions made by AI 
systems are clear and understandable to all stakeholders. 

• Principle: We believe in the importance of transparency and strive to ensure that all 
stakeholders can understand how our AI systems work and make decisions. 

• Guidelines: 

o We provide clear and accessible documentation detailing how our AI models 
are developed, trained, and deployed, ensuring that users and stakeholders 
can trust their outputs. 
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o We prioritize developing AI systems that are explainable, meaning that the 
decisions and predictions made by the algorithms can be understood and 
justified by both technical and non-technical audiences. 

o We offer user interfaces that clearly explain how decisions are reached, 
ensuring transparency for end-users, whether in public sector applications for 
smart cities or industrial automation processes. 

 

3. Privacy and Data Protection 
Privacy and data protection in AI focus on safeguarding individuals' personal data, ensuring 
that it is collected, stored, and used in a secure and responsible manner. 

• Principle: Respecting individual privacy and protecting personal data is paramount 
to Irida Labs, and we are committed to complying with relevant data protection 
regulations, such as the GDPR. 

• Guidelines: 

o We collect only the data that is necessary for the intended purpose of our AI 
systems, following the principle of data minimization to avoid unnecessary data 
collection or retention. 

o We apply data anonymization techniques where possible to ensure that 
personal identifiers are removed from our datasets. 

o In cases where personal data is used, we ensure that individuals have provided 
informed consent, and we offer mechanisms for data access, correction, or 
deletion. 

o We implement robust security measures to protect data from breaches and 
unauthorized access throughout its lifecycle. 

 

This principle and the corresponding guidelines are also aligned with the principles and 
guidelines documented in the “Privacy Notice”, which details the policy of the company 
regarding data protection.  

 

4. Accountability and Responsibility 
Accountability and responsibility ensure that developers and organizations take ownership 
of the actions and outcomes of AI systems, particularly when they impact people or society.  

• Principle: At Irida Labs, we take full responsibility for the impact of our AI systems. 
We believe that AI systems should be accountable for their actions and outcomes, 
particularly when they impact individuals or society at large. 

• Guidelines: 

o We assign clear roles and responsibilities within our teams to oversee the 
ethical performance and outcomes of our AI systems. 

o We establish mechanisms for the regular auditing of our AI models to ensure 
they are functioning as intended and aligned with ethical standards. 
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o We put in place measures to address and rectify any adverse outcomes or harm 
caused by our AI systems, and we ensure that human oversight is maintained 
for critical decision-making processes. 

 

5. Safety and Security 
Safety and security in AI emphasize the need to protect systems and users from unintended 
harm, malicious attacks, and operational failures. 

• Principle: Ensuring the safety and security of both individuals and communities is a 
core priority in the development and deployment of our AI systems. 

• Guidelines: 

o We design and rigorously test our AI systems to ensure they operate safely and 
securely in real-world environments, particularly in high-stakes sectors like 
public infrastructure and industrial automation. 

o We implement cybersecurity measures to safeguard our AI systems from 
tampering, malicious attacks, or unauthorized use. 

o Our systems are regularly updated and patched to address emerging threats 
and ensure ongoing safety and reliability. 

 

6. Human-Centric and Ethical Use Cases 
A human-centric approach to AI ensures that systems are designed to empower humans, 
respect their rights, and avoid causing harm. 

• Principle: We believe that AI should augment human decision-making, not replace it, 
and that all AI applications should respect human rights and dignity. 

• Guidelines: 

o We prioritize the development of AI systems that empower users and enhance 
human abilities, ensuring that AI works in concert with human judgment and 
expertise. 

o We avoid developing or deploying AI systems for use cases that could lead to 
harm, such as surveillance technologies without consent, profiling, or any 
application that undermines fundamental human rights. 

o We are committed to using AI responsibly in areas with significant societal 
impact, including public safety, infrastructure management, and industrial 
operations, ensuring that AI serves the common good. 

 

7. Inclusivity and Accessibility 
Inclusivity and accessibility in AI ensure that systems are designed to be usable and 
beneficial for all, regardless of background, ability, or socio-economic status. 

• Principle: AI systems must be inclusive and accessible to all, regardless of socio-
economic status, ability, or geographic location, ensuring that the benefits of AI are 
distributed equitably across society. 



-4- 

Ethical AI Guidelines and Principles – March 2025 

• Guidelines: 

o We design AI solutions with a wide range of users in mind, ensuring that our 
technologies are accessible to underrepresented and vulnerable populations. 

o We work to make our AI systems user-friendly and inclusive, taking into 
account the diverse needs of different users, including those with disabilities 
or limited technical expertise. 

o We strive to ensure that our AI systems are accessible in different languages 
and adapted to various cultural contexts, particularly in the realm of Smart 
Cities, where public engagement is crucial. 

 

8. Environmental Sustainability 
Environmental sustainability in AI focuses on minimizing the ecological footprint of AI 
systems by optimizing energy consumption and reducing resource use. 

• Principle: We recognize the environmental impact of AI development and are 
committed to minimizing our carbon footprint through sustainable practices.  

• Guidelines: 

o We develop energy-efficient AI models and optimize our computational 
resources to reduce the energy consumption of our AI systems. 

o We explore and implement environmentally friendly infrastructure options, 
such as using cloud computing services that prioritize renewable energy 
sources. 

o We assess the environmental impact of our AI projects and strive to minimize 
waste and energy usage throughout the development and deployment phases. 

 

9. Continuous Oversight and Improvement 
Continuous oversight and improvement ensure that AI systems evolve and adapt to meet 
ethical standards as technologies and societal needs change. 

• Principle: Ethical AI is not a static goal but a continuous process. We are committed 
to regularly reviewing and improving our AI systems to ensure they remain aligned 
with evolving ethical standards and societal expectations. 

• Guidelines: 

o We engage in ongoing evaluation and refinement of our AI models to ensure 
they continue to meet ethical standards, even as technologies and use cases 
evolve. 

o We invite feedback from users, stakeholders, and external auditors, 
incorporating their input into our AI systems to ensure continuous 
improvement. 

o We stay up to date on the latest ethical AI research and regulatory 
developments, collaborating with academic, industry, and governmental 
organizations to maintain best practices. 
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10. Stakeholder Engagement and Feedback 
Stakeholder engagement ensures that all parties affected by AI systems have a voice in their 
development, deployment, and operation. 

• Principle: Collaboration and open dialogue with stakeholders, including end-users, 
regulators, and the general public, are essential to ensuring that our AI systems are 
developed and deployed ethically. 

• Guidelines: 

o We maintain open channels of communication with all stakeholders, keeping 
them informed about the purposes, capabilities, and limitations of our AI 
systems. 

o We provide mechanisms for stakeholders to offer feedback, raise concerns, or 
report ethical issues related to our AI systems, ensuring that their voices are 
heard and taken into account. 

o We practice transparency in our engagements, regularly sharing updates on 
our AI projects and ethical practices. 

 

11. Redress and Remedy Mechanism 
Redress and remedy mechanisms ensure that any harm or negative impact caused by AI 
systems is addressed promptly and fairly. 

• Principle: We are committed to addressing any unintended consequences or harm 
that may arise from the use of our AI systems, ensuring that affected individuals or 
communities have access to a fair process for redress. 

• Guidelines: 

o We have established a clear procedure for investigating ethical concerns raised 
about our AI systems and resolving any potential issues. 

o We provide remediation options for individuals or groups affected by 
decisions made by our AI systems, ensuring that harm is addressed promptly 
and fairly. 

o We ensure that any harm caused by our AI systems is acknowledged, and we 
take appropriate corrective action to prevent recurrence. 
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